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Abstract
In a 12-month project we have developed a new, register-diverse, 55-million-word bilingual corpus – the New Corpus for Ireland (NCI) – to support the creation of a new English-to-Irish dictionary. The paper describes the strategies we employed, and the solutions to problems encountered. We believe we have a good model for corpus creation for lexicography, and others may find it useful as a blueprint. The corpus has two parts, one Irish, the other Hiberno-English (English as spoken in Ireland). We describe its design, collection and encoding.
1. Introduction
In this paper we describe the development of the New Corpus for Ireland (NCI) – a substantial lexicographic corpus in two-parts, one being Irish (the Celtic language of Ireland), the other Hiberno-English (the variety of English that is spoken in Ireland). The three main sections describe its design, collection, and encoding.
 

The NCI was developed as part of the set-up phase of a project for a new English-to-Irish Dictionary (NEID).
, intended for use by scholars, school and university students, translators, people working in the media, and the general public.
Irish is one of the two official languages of Ireland, the other being English. 62,000 speakers use Irish as their main everyday language, and almost 340,000 speakers use Irish on a daily basis
. There are three main dialects: Connacht, Munster, and Ulster.  The language has an important place in Irish culture and identity and is widely taught in schools
. English, however, has been the dominant language in Ireland for well over 100 years.

2.  Design
In the first instance, a detailed corpus-design document was prepared, and the target sizes for the two major components were agreed as 30 million words for Irish, and 25 million words for Hiberno-English. Target proportions were set for different text types.  These were based, in the first instance, on the design principles developed for the BNC (see Atkins, Clear and Ostler 1992), but then modified in response to local factors. The factors that led us to adjust the BNC model included:

· the social and cultural salience, in Ireland, of certain genres and domains which had played a less central role in the BNC, for example reminiscences, rural folklore and the Catholic religion

· the impossibility, given time and budget constraints, of developing new spoken corpus data, in light of which it was decided that the only transcribed speech would be taken from already-existing spoken corpora

· the desirability of sourcing significant amounts of the Irish data from native-speakers of Irish (a minority of Irish users)

· the importance of including texts representing the three main dialects of Irish (Connacht, Munster, and Ulster)

· the plan, agreed at the outset, to include the new category of data from the web

3. Collection
Three corpus collection strategies were used:

· incorporating existing corpora

· contacting publishers, authors, newspaper companies etc. to request permission to use their texts

· collecting data from the web.

3.1
Existing resources

Irish was one of the languages of the EU PAROLE project, and as part of that project, an 8-million-word corpus of Irish had been developed at ITÉ (Institiúid Teangeolaíochta Éireann, the Linguistic Institute of Ireland). ITÉ had continued its data collection programme after the end of the PAROLE project and had several million further words of Irish text in its archive. This formed the core of the Irish corpus.  

For English, we learned that there were two corpora of transcribed Hiberno-English speech already in existence: the 1-million-word Limerick Corpus of Irish-English and the 400,000-word Northern Ireland Corpus of Transcribed Speech (NICTS) from Queen’s University Belfast.  Both were incorporated.

3.2
Contacting publishers, authors, newspaper companies

Numerous potential text-donors were contacted, and were given a short document explaining (for a mainly non-corpus-aware audience) how donated text would actually be used in the dictionary-making process. They were asked to contribute to the project by sending electronic copies of texts and signing permissions letters which allowed the texts to be used as part of a lexicographic corpus.

Our experience with the BNC and other corpora had prepared us for some of the difficulties inherent in this approach: the publishing business is based on the sale of copyright material, so it is not surprising that the default response from the publisher, when asked to give texts for free, is “no”. High levels of charm and persistence are required, and it was a large task. Having said that, the response was in the main very positive, with most copyright-owners pleased to be associated with the project.

Once we had agreement-in-principle, we needed to actually acquire the text. Sometimes it was sent on CD or other media, sometimes it was received by email. As expected, text arrived in a wide range of formats, including proprietary forms such as Quark, so the first step was to reduce everything to the same plain-text format.  Further steps are covered in section 4, below.

3.3
Collecting data from the web
The web offers enormous possibilities for corpus development, for language of all varieties (Kilgarriff and Grefenstette 2003) and for “smaller” languages in particular (Jones and Ghani 1999).  We worked with Infogistics Ltd., a company with expertise in computational linguistics and web crawling.  They found Irish data on the web through (1) going to known-Irish websites, and (2) entering a set of Irish-only words into Google and harvesting the pages Google found, and then checked the language of pages found with a high-accuracy language classifier. We believe they found a large proportion of the Irish that there is on the web. They found Hiberno-English data on the same websites where Irish data was found: if the language was English, it was likely to be English written by Irish people.  They delivered the data in three iterations, and at each turn, we inspected it and reported back on any problems we encountered, which they addressed prior to the next iteration.
Recurring issues in using web data included:
· multiple input formats:  We collected documents in .txt, html, pdf, rtf, MS-Word, and postscript form. 

· formatting: The corpus collector’s default model is continuous uninterrupted text, but on the web, frames and pages are often used to split up a text, and text is often split across different, short web pages.  Documents which are “split” must be either rebuilt to reconstruct the correct linguistic structure, or rejected.  
· navigational material: text like “click here” “next page” “further details” is specific to web genres, and will distort the statistics if left in a lexicographic corpus.  Common navigational phrases and constructions were identified and removed, for both Irish and English.

· lists: the web contains many lists: price lists, product lists, the players in a sports team, local councillors, and so on.  While it is not always obvious where lists should be included in a corpus, for our (lexicographic) purposes, the rule of thumb was that we most wanted language when it occurred in sentences, and lists which displayed no sentence-like characteristics were rejected. 
· mixed language: many web pages were part Irish, part English; policies were developed for where to delete material and where to retain part-pages.
· duplication: this is pervasive on the web, and the level of duplication in the “Irish web” was particularly high. It raises theoretical questions: what is the textual unit for identification of duplicates?  If the unit is set too large, lots of duplicates will remain, but if the unit is set too small, then common sentences like “How do you do?” may be rejected as duplicates. The algorithm developed by Infogistics proved highly effective, and no unwanted duplication has been encountered  
The questions, “what types of text are there on the web, and in what proportions?” are large, hard, and under-researched (Kilgarriff and Grefenstette 2003).  To give an idea of the range and variety of texts gathered for Irish in this project, we list in Table 1 a dozen websites from which we took substantial quantities of text, along with the types of document found in each.

	Name
	Organization type
	Document types include:

	FUTA FATA
	Magazine
	Reviews of, and extracts from Irish novels, books of poetry

	Galway County Council
	County Council
	Policy statements, application forms

	University College Galway
	University
	Policy statements, statements of objectives, reports

	Department of Community, Rural and Gaeltacht Affairs
	Government Department
	Speeches and press-releases from the Minister, news reports

	Údarás na Gaeltachta
	Regional Development Agency
	Announcements, forms, policy statements, grant schemes

	Ógras
	Irish-language Youth Organisation
	Activities, competitions

	Sinn Féin
	Political party
	History, policy, events

	Gaelport/Comhdháil Náisiúnta na Gaeilge
	Umbrella Irish-language organisation
	Electronic newsletter

	Rondomondo
	Magazine
	Arts, music, drama

	Irish Army/Navy
	Armed forces
	missions, career descriptions

	Raidió na Gaeltachta
	Radio station
	Notices, news

	Aran Mór College
	College
	Advertising, programmes, activities


Table 1: Sample of websites and text types for Irish web corpus collection

3.4  Corpus composition, compared with targets

The table below shows the composition of the final corpus, compared with our original targets

	Text category
	Irish
	Hiberno-English

	
	Words: actual
	Words: target
	Words: actual
	Words: target

	Books-imaginative
	 7,600,000
	9,000,000
	6,000,000
	7,500,000

	Books-informative
	 8,400,000
	6,000,000
	7,000,000
	5,000,000

	Newspapers 
	 4,500,000
	4,500,000
	5,300,000
	3,750,000

	Periodicals
	 2,600,000
	2,500,000
	700,000
	2,250,000

	Official/Government
	 1,200,000
	1,500,000
	1,000,000
	1,000,000

	Broadcast
	  400,000
	1,000,000
	0
	750,000

	Websites
	 5,500,000
	5,500,000
	5,000,000
	4,750,000

	TOTALS
	30,200,000
	30,000,000
	25,000,000
	25,000,000


Table 2: New Corpus for Ireland: target figures and actuals

For the most part, our a priori targets could be met. The biggest disparity is in the Books category, where, it transpired, imaginative texts were harder to find (for both languages) than originally anticipated.  Almost half of the text in the Books category of the Irish corpus can be reliably attributed to Irish native-speaker authors and around 80% belongs to one of the three major dialects.
4.  Encoding
Once a set of documents has been collected, it must be prepared so that it is in an optimal state for use by linguists and lexicographers.  We call this stage ‘encoding’.

A key issue here is delivery format.  For longevity, and as an interchange format, it was clearly appropriate that the corpus be delivered in XML, and in a standard corpus-encoding formalism (in this case the XML Corpus Encoding Standard, XCES: see http://xces.org).  However, for the corpus to be usable, it also had to be loaded into a corpus-querying system (CQS). Any particular CQS will have encoding conventions more specific than those imposed by XCES. The tool adopted for this project was the Word Sketch Engine (Kilgarriff, Rychly, Smrz and Tugwell 2004; http://www.sketchengine.co.uk).  The project included the delivery of a version of the corpus loaded into the Word Sketch Engine, in a set-up in which the type of queries a lexicographer would regularly need to make could be made quickly and efficiently.

4.1 Linguistic processing
Some of these queries involve grammar, and most involve lemmas (give (v)) rather than word forms (give, gives, giving, gave, given). To this end the corpus was to be lemmatized and part-of-speech tagged.  While software for lemmatizing and part-of-speech tagging is widely available for English, the situation for Irish is less advanced.  As part of the project, we developed tools for Irish.  The lemmatizer uses Xerox tools (Beesley and Karttunen 2003) and builds on work described in Uí Dhonnchadha, Nic Pháidín and van Genabith (forthcoming).  The part-of-speech tagger was developed from scratch, working with the output of the morphological analyzer and using the Constraint Grammar formalism and parser (Tapanainen 1996).  
4.2
Document IDs and filenames

Corpus development involves very large numbers of documents.  It is easy for documents to get lost.  In other corpus projects, we had witnessed all too much effort expended on looking for lost files, so it was a priority to set up a system which minimized the risk. Our strategy was to assign to each document, at the earliest possible stage in the process, a document identifier and a specification for where in the file system the document was stored: the structure of the file system would map directly onto the document identifier. We enforced a rigid “one document per file, one file per document” convention.
  Identifiers needed to be:

· unique: different teams would be collecting different parts of the corpus, so it was essential to preclude the possibility of different teams assigning the same ID to different documents

· short and informative
· not subject to change at any later stage.
4.3 Text cleaning, paragraph markup
Once a document had had its ID assigned and had been saved as raw text with matching filename in the appropriate place in the file system, we examined the text in an editor, deleting parts of the text which were not suitable for a lexicographic corpus. The “unsuitable parts” included:

title pages, tables of content and other tables, figures and diagrams, footnotes and endnotes, indexes, page headers and footers including running titles, crosswords, TV listings, isolated names and addresses dates from advertisements, racing results, lists of team members etc. 

To our surprise, the ‘cleaning’ removed an average of a third of the words in a text.
The text was then lemmatized, part-of-speech tagged, assembled with its header information, and rendered in XML and loaded into the Word Sketch Engine for lexicographic use.
5
Conclusion

The project gathered a high-quality corpus of substantial size from a wide range of sources, in just over one year with modest resources. The corpus was designed primarily to meet the lexicographic requirements of an English-to-Irish dictionary, but with an eye to the resource being used more widely, by scholars of Irish and Hiberno-English.
We have shown how the encoding of the corpus feeds into lexicography.  Lexicographers are best supported by a linguistically-aware corpus query tool, and that requires a linguistically annotated corpus.  The tools are readily available for English, but were not, at the outset of the project, for Irish, so we developed and extended tools for the morphological analysis and part-of-speech tagging of Irish within the project: we would encourage others, when working with a language where tools are currently limited in scope or non-existent, to do likewise.

We anticipate that many of the procedures outlined here could be applied in order to rapidly and inexpensively gather corpora for other smaller languages.
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� The project is under the direction of Foras na Gaeilge, the government-funded body responsible for the promotion of the Irish language throughout the island of Ireland, whose statutory functions include the development of new dictionaries (� HYPERLINK "http://www.forasnagaeilge.ie" ��http://www.forasnagaeilge.ie�).  Full details of the NEID project can be found at � HYPERLINK "http://www.focloir.ie" ��http://www.focloir.ie�. The main contractor for setting up the project, including corpus preparation, is Lexicography MasterClass Ltd (� HYPERLINK "http://www.lexmasterclass.com/" ��http://www.lexmasterclass.com/�).  


� Figures from the 2002 Irish Census.


� Irish is taught throughout the school system, and about 30,000 students are educated in Irish-medium schools.


� Different versions of the same text could be stored with the same base filename, though with different extensions, eg. .txt, .xml.
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