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Abstract:  The trouble with word sense disambiguation is word senses.  There are no decisive ways of identifying where one sense of a word ends and the next begins.  This makes the definition of the WSD task problematic.  In this chapter we look at what word senses are, gathering evidence from lexicographers and philosophers and looking in detail at the limits of the construct, exploring cases of metaphor, citation and rule-based behaviour which sit at the margins of what a lexicographer might classify as a distinct word sense.
1. Introduction 
The trouble with word sense disambiguation is word senses.  There are no decisive ways of identifying where one sense of a word ends and the next begins.  This makes the definition of the WSD task problematic.  In this chapter we look at what word senses are.
Word senses are to be found in dictionaries, and modern dictionaries are written on the basis of evidence from language corpora, so we start by describing how lexicographers arrive at the word senses we find in dictionaries.  We show that word senses are abstractions from the data.

For a broader perspective, we then look to the philosophers.  A word’s senses are its meanings, and meaning has long been a topic of philosophical argument.  We consider two contrasting accounts of meaning, the ‘Fregean’ and the ‘Gricean’ and show that only the Gricean, in which a word’s meaning is an abstraction from the communicative purposes of the utterances it occurs in, sheds light on word senses.
As a word’s meaning is an abstraction from patterns of use, a new meaning arises with a new pattern of use.  A speaker will only use a word in a new pattern when they either invent it, or acquire it.  Section 4 looks at the process of adding a new pattern to a speaker’s lexicon. 

Section 5 reports on an experiment in which we sought out new patterns by finding corpus instances of words where the word’s use did not straightforwardly fit any of its dictionary senses.  The analysis of the ‘misfits’ leads to a number of observations:

· the distinction between lexical and general knowledge is problematic

· sheer size: there is a vast quantity of knowledge about words in  speakers’ heads

· quotations: our knowledge of how other people have used words, in quotations and similar, is a substantial part of our knowledge of how words behave and how we might make use of them.
We finish with a ‘further reading’ section, in which we indicate the many threads of thought which contribute to the lines of argument presented in this chapter, and where the interested reader might find out more.
2. Lexicographers
The goal of the lexicographer is to present a full account of the words of a language, in all their meanings and patterns of use.  In commercial life, the goal is always compromised by practical considerations, such as the market that the dictionary is aimed at, its size, its editorial stance, and the speed with which it must be prepared (which may allow, say twenty minutes per entry); however the idealized account remains a valuable point of reference.
For the last twenty years, the use of corpora has been growing in lexicography and it is now widely acknowledged that dictionaries should be based on corpus evidence. The basic method for a lexicographer to use a corpus is to call up a KWIC (Key Word In Context) concordance for the word and then to read the corpus lines to identify what different meanings and patterns of use there are. 
An idealization of the process provides a working definition of a word sense, as follows.   For each word, the lexicographer

1. gathers a corpus of citations for the word;

2. divides the citations up into clusters, so that, as far as possible, all the members of each cluster have more in common with any other member of that cluster, than with any member of any other cluster;

3. for each cluster, works out what it is that makes its members belong together; and

4. takes these conclusions and codes them in the highly constrained language of a dictionary definition.

This is “the central core of the lexicographer’s art, the analysis of the material collected” (Krishnamurthy 1987, p 75).  It focuses on a process of clustering usages, performed by a lexicographer. The lexicographer was probably not explicitly aware of the criteria according to which he or she clustered at the time, and stage 3 is a fallible post hoc attempt to make the criteria explicit. Yet it is those criteria which determine the senses that eventually appear in the dictionary. They are a result of that process.
Word senses are a lexicographer’s attempt to impose order on a word’s role in the language. The task is hard: detailed analysis of most words reveals a web of meanings with shared components, some being developments or specializations of others, some strongly associated with particular collocates or settings or purposes, as we see in detail in section 5.  A speaker’s understanding of a word is largely built from the contexts they have heard it in; this process of accretion, analysis, exploitation and extension is not one which naturally gives rise to a set of distinct senses.

3. philosophy

Meaning is hard. The philosophers have been arguing about meaning for two and a half millennia and still the arguments roll on. As Richard Gregory puts it in the article on meaning in the Oxford Companion to the Mind:

The concept of meaning is every bit as problematic as the concept of mind, and for related reasons. For it seems to be the case that it is only for a mind that some things (gestures, sounds, words, or natural phenomena) can mean other things. […] Anyone who conceives of science as objective, and as objectivity as requiring the study of phenomena (objects and the relations between objects), which exist and have their character independently of human thought, will face a problem with the scientific study of meaning. (1987:450–451)

One philosopher whose work is of particular note here is H. P. Grice.  His goal is to specify what it is for a speaker to use a sentence, in a particular context, to mean something. The analysis is far too complex to present here but is summarized in the Oxford Companion to Philosophy (article on meaning) as below:

The meaning of sentences can be reduced to a speaker’s intention to induce a belief in the hearer by means of their recognition of that intention. (Honderich 1995)
Grice’s account remains current, and while it has been challenged and extended in various ways it retains a central place in the philosophers’ understanding of meaning.

3.1 Meaning is something you do

One point to note about the Gricean account is that meaning is something you do. The base concept requiring definition is the verb mean: what it is for speaker S to mean P when uttering U to hearer H. All other types of meaning-event and meaning-phenomena, such as words or sentences having meanings, will then have their meanings explicated in terms which build on the definition of the base meaning-event. If a word has a meaning, it is because there are common patterns to how speakers use it in utterances which they are using to mean (in the base sense) particular things to particular hearers on particular occasions.  The word can only be said to have a meaning insofar as there are stable aspects to the role that the word plays in those utterances.

3.2 The Fregean tradition and reification

One other line of philosophical thinking about meaning is associated with the work of Gottlob Frege, and has played a central role in the development off logic, foundations of mathematics and computer science.

To reify an abstraction is “to treat it as if it has a concrete or material existence” (http://www.dictionary.com). It is often an effective strategy in science: the reified entity is placed centre stage and thereby becomes a proper object of scrutiny. It is only when Newton starts to think of force as an object in its own right, that it becomes appropriate to start asking the questions that lead to Newton’s Laws. To take an example from computational linguistics, it is only when we start thinking of parse trees as objects in their own right that we can develop accounts of their geometries and mappings between them. 
Frege took the bold step of reifying meaning. He reified the meaning of a sentence as a truth value, and a truth value would be treated as if it were a concrete object. 
Once the meanings of sentences are defined as truth values, the path is open for identifying meanings of parts of sentences.  The parts are words, phrases, and the grammatical rules that compose words to make larger expressions.  The parts should be assigned meanings in such a way that, when the parts are composed to give full sentences, the full sentences receive the appropriate truth values.

The enterprise has been enormously successful, with the modern disciplines of logic and formal semantics building from it. Logic and formal semantics are now central to our everyday lives, underpinning a range of activities from set theory to database access.

3.3 Two incompatible semantics?

How do the two traditions, the Gricean and the Fregean, relate to each other? The friction has long been apparent. In 1971 the leading Oxford philosopher, P. F. Strawson wrote:

What is it for anything to have a meaning at all, in the way, or in the sense, in which words or sentences or signals have meaning? What is it for a particular sentence to have the meaning or meanings it does have? […]

I am not going to undertake to try to answer these so obviously connected questions […] I want rather to discuss a certain conflict, or apparent conflict, more or less dimly discernible in current approaches to these questions. For the sake of a label, we might call it the conflict between the theorists of communication-intention and the theorists of formal semantics. […] A struggle on what seems to be such a central issue in philosophy should have something of a Homeric quality; and a Homeric struggle calls for gods and heroes. I can at least, though tentatively, name some living captains and benevolent shades: on the one side, say, Grice, Austin, and the later Wittgenstein; on the other, Chomsky, Frege, and the earlier Wittgenstein.

Liberman and Prince (2002) lead a discussion of the recent history of the field with this quotation and present thumbnail sketches of the heroes. They conclude thus:

The examples of reasoning about layers of intentions and belief found in Grice (and others who have adopted his ideas) are so complicated that many people, while granting the force of the examples, are reluctant to accept his explanations. Attempts to implement such ideas, in fully general form, in computer models of conversation have generally not been impressive. […] Most linguists believe that linguistic structure is most productively studied in its own terms, with its communicative use(s) considered separately. On the other hand, most linguists believe that Austin, Grice and the later Wittgenstein were right about many aspects of what is commonly called “meaning.” There is a difference of opinion about whether a theory of “sentence meaning” as opposed to “speaker meaning,” along roughly Fregean lines, is possible or not.

3.4 Implications for word senses

The WSD community comprises practical people, so should it not simply adopt the highly successful Fregean model and use that as the basis of the account of meaning, and then get on with WSD?
This does not work because it gives no leverage. Truth values are central to the Fregean model, which analyses the differences between meanings of related sentences—the difference between, for example, all men are generous and some men are generous—in terms of the different situations in which they are true. When we are distinguishing different meanings of the same word, it is occasionally useful to think in terms of differences of truth value, but more often it is not. Consider generous as applied to (1) money (a generous donation), (2) people (“you are most generous”) and (3) portions (a generous helping), and let us follow dictionary practice in considering these meanings 1, 2, and 3. Can we account for the differences between the three meanings in terms of differences in truth functions for sentences containing them? We might try to do this by saying that some men are generous-2 might be true but some men are generous-1 cannot be true (or false) because it is based on a selection restriction infringement: generous-1 is applicable to sums of money, not people.

Already, in this fragment, we have left the Fregean framework behind and have given an analysis of the difference in terms of infringement of selection restrictions, not difference of truth value. We have lost the clarity of the Fregean framework and replaced it with the unclarity of selection restrictions, and find ourselves talking about the acceptability of sentences that are, at best, pseudo-English (since generous-1 is not a word of English).

The Fregean tradition is premised on the reification of meaning. For some areas of language study, this works very well. But for other areas, the assumption that one can abstract away from the communicative process that is the core of what it is to mean something, to manipulable objects which are “the meanings”, is not sustainable. We must then fall back to the underlying Gricean account of meaning.

Once the different senses of generous are reified, they are to be treated as distinct individuals, and while they might be related as brothers are to sisters or mothers to sons, to talk of a reading being half way between one meaning and another makes no more sense than talking about a person being half way between me and my brother.

Reifying word senses is misleading and unhelpful.

4. LEXICALIZATION
Within a Gricean framework, the meaning of a word is an abstraction from the roles it has played in utterances. On the one hand, this makes it unsurprising that different speakers have different understandings of words, since each speaker will have acquired the word, according to their own process of abstraction and according to the utterances they have heard it in.  A word meaning “is in the language” if it is in the lexicon of a large enough proportion of the speakers. It also makes sense of the flexibility, synchronic and diachronic, of word meanings, since a difference in a word’s meaning will follow on from new or different patterns of use. But on the other hand it is not informative about the particular role of a word or phrase as a carrier of meaning. In this section, we focus on the process whereby a word or phrase becomes a carrier of a particular meaning for a speaker.  This is the process whereby a new meaning is added to the speaker’s lexicon, so we refer to it as lexicalization.

We first present and then defend a very broad definition of what it is for a speaker to lexicalize a particular meaning.

A meaning is lexicalized for a given speaker if and only if there is some specific knowledge about that meaning in the speaker’s long-term memory. By ‘specific’, we mean it must be more than can be inferred from knowledge about other meanings combined with different contexts of utterance and rules.

There are many forms such specific knowledge may take.

Consider a comment by a character in Salman Rushdie’s The Moor’s Last Sigh when the history of India and the spice trade is under review:

not so much sub-continent as sub-condiment (1997, p. 5)

When I first encountered it, all I had to go on to form an interpretation was the standard meaning of the constituent words and the narrative context. To make sense of the utterance—to appreciate the word play—reasoning was required beyond the knowledge I had at that point of what the words might mean. But since that day, whenever I have heard the words subcontinent and condiment, the Rushdie reference has been available to me to form part of my interpretation. For me, and possibly for you by the time you have read this far, sub condiments have been lexicalized. There is some new knowledge in my long term memory, and possibly also in yours, about the potential of these words.

Consider also green lentils. Is it lexicalized, or is the meaning merely composed from the meanings of its constituents? If we know what green lentils are, that they are called green lentils, and for example what they look like, what they taste like or how to cook them, then we have knowledge of green lentils over and above our knowledge of green and lentils.

There are two things to note here. Firstly, much of the interpretation of green lentils is clearly composed from the meanings of its constituents but it must nonetheless be lexicalized as long as there is some part that is not.

Secondly, some may find this definition of lexicalization too broad, and may wish to demarcate lexical as opposed to general knowledge. Sadly, there is no basis on which to do so. A lexicographer writing a definition for turkey has to decide whether to mention that they are often eaten for Christmas dinner, and to decide whether roast turkey is sufficiently salient to merit inclusion. Their decision will be based on the perceived interests of the dictionary’s target audience, lexicographic policy, and space; not on a principled distinction between lexical and world knowledge.

We learn languages, words and word meanings principally through exposure. We hear new words and expressions in contexts. There are two kinds of context: the linguistic, comprising the surrounding words and sentences, and the non-linguistic: what is being observed or done or encouraged or forbidden at the time). For any given word, the salient context may be linguistic, non-linguistic, or both.  We make sense of the new word or expression as well as we are able, through identifying what meaning would make sense in that context.

The process is cumulative. When we hear the word or expression again, whatever we have gleaned about it from previous encounters is available as an input for helping us in our interpretation. Our understanding of a word or phrase is the outcome of the situations we have heard it in. An individual’s history of hearing a word dictates his or her understanding of the word. A wider range of types of contexts will tend to give an individual a richer understanding of the word. His or her analytic abilities also, naturally, play a role in the understanding that is developed.

In cases of ‘real world’ vocabulary, like tiger or mallet or bishop, once a word is learnt, the nature of the contextual information which helped us learn it may be irrelevant. But most words have a less direct connection with the non-linguistic realm: consider implicit, agent, thank, maintain. Then a great part of our knowledge of the place of the word in the linguistic system is embedded in the contexts we have encountered it in.

The contexts that form the substrate of our knowledge of words and their meanings cannot be dissected into lexical and world knowledge.

In this view, a word is ambiguous if the understanding gleaned from one set of contexts fails to provide all that is needed for interpreting the word in another set of contexts. A homonym provides no useful information for the interpretation of its partner homonym. In the case of polysemy, if one meaning is known to a speaker and a second is not, the contexts for the first sense will provide some useful information for interpreting a first encounter with the second, but further interpretive work will be required for understanding the new sense.

A psycholinguist’s metaphor (MacWhinney, 1989) may be useful here. We usually travel along well-worn routes. If it is a route thousands of people take every day, there will be a highway. If it has less traffic, maybe across the moors, a footpath. Occasionally, because we want to explore new territory, for curiosity, for fun, we leave the beaten track and make our own way. If it looks interesting, our friends may follow. If they do, all of our footfalls begin to beat a new track, and the seeds are sown for a new path—which could, in time, be a major highway. Our footfalls make for a feedback system. Likewise innovative word uses may inspire repetition and re-use, and, once they do, lexicalization is under way.

It is possible this is only in part a metaphor. Neural pathways corresponding to word meanings may share some properties with footpaths.

4.1 Lexicalization and polysemy

Dictionary senses are a subset of the readings that are lexicalized for many speakers. But which subset? How do lexicographers choose which of the readings that are lexicalized in their own personal lexicon merit dictionary entries?  

The lexicographer’s response is pragmatic: those that are, with respect to the style and target audience of the dictionary in question, sufficiently frequent and insufficiently predictable (the SFIP principle, Kilgarriff 1997). A reading that is highly predictable (like the ‘meat’ reading of warthog, or the ‘picture of x’ reading which is available for any visible object,) is not worth using valuable dictionary space on, unless it is particularly frequent: dictionaries will mention the ‘meat’ sense of turkey but not the ‘meat’ potential of warthog. For a reading which is less-than-fully predictable, for example the use of tangerine as a color, a lower frequency threshold will be applicable. For homonyms, which are entirely unpredictable, a low baseline frequency (comparable to that required for rare words in general) is all that is required.

5. Corpus evidence

In this section we present some findings and examples from a corpus study of uses of words on the margins of lexicalization.  The study is reported in full in Kilgarriff (2003).
As we are interested in the processes whereby new meanings for words come into being, the most interesting cases are the data instances which do not straightforwardly match dictionary definitions. While the title of the chapter is ‘word senses’, so it may seem we should be looking at, and comparing, the data instances for one sense with the data instances for another, in practice this gives little purchase on the problem. The sense is lexicalized, the lexicographer has identified it and presents it as a sense, and a certain number of corpus instances match it: it is not clear what more there is to say. The critical processes for an understanding of polysemy are the processes of lexicalization, and they are most readily visible where a meaning has not yet been institutionalized as a dictionary sense. 
The materials were available from the first Senseval project (see Senseval chapter). For English Senseval-1, a set of corpus instances were tagged three times in all (by professional lexicographers), and where the taggers disagreed the data was sent to an arbiter. The taggings thereby attained were 95% replicable (Kilgarriff 1999).
 For a sample of seven words, all corpus instances which received different tags from different lexicographers were examined by the author. The words were modest, disability, steering, seize, sack (noun), sack (verb), onion, rabbit.

The evidence from that study shows the similarity between the lexicographer’s task, when s/he classifies the word’s meaning into distinct senses, and the analyst’s when s/he classifies instances as standard or non-standard. The lexicographer asks him/herself, “is this pattern of usage sufficiently distinct from other uses, and well-enough embedded in the common knowledge of speakers to count as a distinct sense?” The analyst asks him/herself, “is this instance sufficiently distinct from the listed senses to count as non-standard?” Both face the same confounding factors: metaphors, at word-, phrase-, sentence- or even discourse-level; uses of words in names and in sublanguage expressions; underspecification and overlap between meanings; word combinations which mean roughly what one would expect if the meaning of the whole were simply the sum of the meanings of the parts, but which carry some additional connotation.

For many of the non-standard instances, an appropriate model must contain both particular knowledge about some non-standard interpretation, and reasoning to make the non-standard interpretation fit the current context. The ‘particular knowledge’ can be lexical, non-lexical, or indeterminate. Consider

Alpine France is dominated by new brutalist architecture: stacked rabbit hutches reaching into the sky … 

In this case the particular knowledge, shared by most native speakers, is that

· rabbit hutch is a collocation,

· rabbit hutches are small boxes, and

· to call a human residence a rabbit hutch is to imply that it is uncomfortably small.

The first time one hears a building, office, flat or room referred to as a rabbit hutch, some general-purpose interpretation process (which may well be conscious) is needed.
 But thereafter, the ‘building’ reading is familiar. Future encounters will make reference to earlier ones. This can be seen as the ‘general’ knowledge that buildings and rooms, when small and cramped, are like rabbits’ residences, or as the ‘lexical’ knowledge that hutch or rabbit hutch can describe buildings and rooms, with a connotation of ‘cramped’.

It is the compound rabbit hutch rather than hutch alone that triggers the non-standard reading. Setting the figurative use aside, rabbit hutch is a regular, compositional compound and there is little reason for specifying it in a dictionary. Hutches are, typically, for housing rabbits so, here again, the knowledge about the likely co-occurrence of the words can be seen as general or lexical. (The intonation contour implies it is stored in the mental lexicon.)

That hutches are small boxes is also indeterminate between lexical and general knowledge. It can be seen as the definition of hutch, hence lexical, or as based on familiarity with pet rabbit residences, hence general.
To bring all this knowledge to bear in the current context requires an act of visual imagination: to see an alpine resort as a stack of rabbit hutches.

A different sort of non-standard use is:

Santa Claus Ridley pulled another doubtful gift from his sack.

Here, the required knowledge is that Santa Claus has gifts in a sack which he gives out and this is a cause for rejoicing. There is less that is obviously lexical in this case, though gifts and sacks play a role in defining the social construct, ‘Santa’, and it is the co-occurrence of Santa Claus, gifts and sack which triggers the figurative interpretation.

As with rabbit hutch, the figure is not fresh. We have previously encountered ironic attributions of “Santa Claus” or “Father Christmas” to people who are giving things away. Interpretation is eased by this familiarity.

In the current context, Ridley is mapped to Santa Claus, and his sack to the package of policies or similar.

These examples have been used to illustrate three themes that apply to almost all the non-standard uses encountered:

1. Non-standard uses generally build on similar uses, as previously encountered,

2. It is usually a familiar combination of words that triggers the non-standard interpretation

3. The knowledge of the previously-encountered uses of the words is very often indeterminate between ‘lexical’ and ‘general’.

Any theory which relies on a distinction between general and lexical knowledge will founder.

5.1 Lexicon size

The lexicon is rife with generalization. From generalizations about transitive verbs, to the generalization that hutch and warren are both rabbit residences, they permeate it, and the facts about a word that cannot usefully be viewed as an instance of a generalization are vastly outnumbered by those that can.

Given an appropriate inheritance framework, once a generalization has been captured, it need only be stated once, and inherited: it does not need to be stated at every word where it applies. So a strategy for capturing generalizations, coupled with inheritance, will tend to make the lexicon smaller: it will take less bytes to express the same set of facts.

But a compact, or smaller, lexicon should not be confused with a small lexicon. The examples above just begin to indicate how much knowledge of previously encountered language a speaker has at his or her disposal. Almost all the non-standard instances in the dataset called on some knowledge which we may not think of as part of the meaning of the word and which the lexicographer did not put in the dictionary used for the exercise, yet which is directly linked to previous occasions on which we have heard the word used. The sample was around 200 citations each per word: had far more data been examined, far more items of knowledge would have been found to be required for the full interpretation of the speaker’s meaning.
 The sample took in just seven words. There are tens or even hundreds of thousands of words in an adult vocabulary. The quantity of information is immense. A compact lexicon will be smaller than it would otherwise be—but still immense.

5.2 Quotations

Speakers recognize large numbers of poems, speeches, songs, jokes and other quotations. Often, the knowledge required for interpreting a non-standard instance relates to a quotation. One of the words studied in Senseval was bury. The bury data included three variants of Shakespeare’s “I come to bury Caesar not to praise him”, 
(Julius Caesar, Act 3 Scene 2) as in:

[Steffi] Graf will not be there to praise the American but to bury her …

We know and recognize vast numbers of quotations. (I suspect most of us could recognize, if not reproduce, snatches from most top ten pop songs from our teenage years.) Without them, many non-standard word uses are not fully interpretable. This may or may not be considered lexical knowledge. Much will, and much will not be widely shared in a speaker community: the more narrowly the speaker community is defined, the more will be shared. Many dictionaries, including Johnsons’s and the OED, include quotations, both for their role in the word’s history and for their potential to shed light on otherwise incomprehensible uses.

Patrick Hanks talks about word meaning in terms of ‘norms and exploitations’. A word has its normal uses, and much of the time speakers simply proceed according to the norms. The norm for the word is its semantic capital, or meaning potential. But it is always open to language users to exploit the potential, carrying just a strand across to some new setting. The evidence encountered in the current experiment would suggest an addendum to Hanks’s account: it is very often the exploitations which have become familiar in a speech community which serve as launching points for further exploitations.
6. further reading

Two lexicographers who have described corpus evidence of words’ behaviour closely and perceptively are Sue Atkins and Patrick Hanks.   Atkins and co-authors describe the behaviour of a set of verbs cooking and of sound in the references below, with particular reference to bilingual lexicography, in Atkins (2002). Fillmore and Atkins (1992) discuss the noun risk and in so doing, provide one of the main motivating papers for Filmore’s frame semantics. Hanks addresses in detail nouns including enthusiasm and condescension and verbs including check in the course f developing his theory of norms and exploitations  Some or all of these are highly recommended for readers wishing to find out more, as they present strong primary evidence of the sort of phenomenon that word meaning is, presented by people who, from lifetimes in dictionary-making, speak with experience and expertise on the nature of word meaning.  These references are the further reading for sections 4 and 5 as well as 2, as the discussions explore incipient lexicalizations, and interactions with real-world knowledge and quotations as encountered in corpus evidence.  Two studies of the author’s are Kilgarriff (1997), which looks particularly at the relation between this view of words senses and WSD, and the one from which the rabbit and sack examples are drawn, Kilgarriff (2003).  Michael Hoey’s recent book presents the closely related “lexical priming” theory of language (Hoey 2005).
For philosophy, a key primary text is Wittgenstein’s allusive and aphorism-filled Investigations (Wittgenstein 1953), though readers may  be happier with the secondary literature: Honderich (1995) or the online Dictionary of the Philosophy of Mind at http://www.artsci.wustl.edu/~philos/MindDict/index.html are suitable launching-off points. (Grice, in particular, is a very technical writer and readers should not be dismayed if their attempts to read, eg, Grice (1968) bewilder more than they enlighten.) 
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� Lexicalization is the “process of making a word to express a concept” (� HYPERLINK "http://www.dictionary.com" ��http://www.dictionary.com�) or “the realization of a meaning in a single word or morpheme rather than in a grammatical construction” (� HYPERLINK "http://www.m-w.com" ��http://www.m-w.com�).  Our use of it emphasizes the process of a word (or phrase) being used in a new way, to express a concept which is distinct in some way from the concept the word usually expresses, so emphasizes a different aspect of the process of constructing a new word-meaning mapping to other discussions of lexicalization.  Nonetheless, as it is still a process of developing a new word-meaning mapping, we still consider “lexicalization” the appropriate term.


� We are most grateful to Oxford University press for permission to use the Hector database, and to the UK EPSRC for the grant which supported the manual re-tagging of the data.


� As ever, there are further complexities. Hutch and warren are both rabbit-residence words which are also used pejoratively to imply that buildings are cramped. A speaker who is familiar with this use of warren but not of hutch may well, in their first encounter with this use of hutch, interpret by analogy with warren rather than interpreting from scratch (whatever that may mean).


� The issue of what should count as an interpretation, or, worse, a ‘full’ interpretation leads into heady waters, see eg \cite{Eco:92}. We hope that a pre-theoretical intuition of what it is for a reader or hearer to grasp what the author or speaker meant will be adequate for current purposes.


� For further details on the Caesar cases, and a discussion of other related issues in the Senseval data, see \cite{RameshDiane}.





�Is this from Hector? Should say so.


�Citation for this Shakespeare
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